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THE ITERATIVE TECHNIQUE FOR A FOURTH-ORDER THREE-POINT
NONLINEAR BVP WITH CHANGING SIGN GREEN’S FUNCTION

A. M. A. AHMED!2

ABSTRACT. In this paper, we discuss the existence of a monotonic positive solution for the
following fourth-order three points. Non-linear BVP:

u®(t) = Mf(t,u(t)), te0,1],

' (0) = u"(0) = u(l) =0,

au(0) +u”(n) =0
which has the sign-changing Green’s function, wherea € [0,2),f € C([0, 1] x [0, +0), [0, +00))
and n € [3,1). The point is that although the corresponding Green is changing the sign, by
applying iterative methods, We can still obtain the existence of a monotonic positive solution

under certain suitable conditions of f.

1. INTRODUCTION

In this article, we aim to study the existence of a monotonic positive solution for fourth-order
three-point Nonlinear BVP with changing sign Green’s function

ul(t) = Af(t,u(®), te[0,1],
u'(0) =u"(0) =u(l) =0, (1.1)
au(0) +u"(n) =0

wherea € [0,2),f € C([0,1] x [0, 400), [0, 4+00)) and n € [%, 1). By using iterative methods, We
can still obtain the existence of a monotonic positive solution under certain suitable conditions
of f.

In recent decades, The differential equations come from various fields of a mathematical
applied and physics, for example, in the deflection of curved beams with constant or vary-

ing cross-sections, triple-layer beams, electromagnetic waves or gravity-driven currents, etc. [1].

In the recent years, existence of single or multiple positive solutions for some third-order
three-point (BVP) has attracted the attention of many authors. Please refer to [2-11] and
its references. When the corresponding Green’s function is non-negative, the paper can be
completed, This is the condition that is an important . A natural question is whether we can
get it? When the corresponding Green’s function performs sign conversion, there are some
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positive solutions for the third-order three-point BVP.

Recently, when the corresponding Green’s function is undergoing sign conversion, there has
been some work on the positive solution of the second and third-order BVP. For example,in
[18] the existence of at least one positive solution of the following second-order periodic BVP
with positive and negative transformation Green’s function studied by Zhong and An

u'(t) + pPu= f(u), ,0<t<T,
u(0) = u(T),
u'(0) = u'(T),

17
247 1

positive solution. Their technique is a combination of GuoKrasnosel’sski fixed point theory

where 1 € (55,1),Palamide and Smirlis [13 — 15] discussed the existence of at least one
and the corresponding vector field characteristics. In 2012, Sun and Zhao [16], [17] obtained
single or multiple positive solutions with three-point positive and negative BVP by applying
the fixed point theory of Guo-Krasnosel’skii .

{ W) = f(tult), te0,1],
u(0) = u(1) = u"(n) =0,

Motivated. Through the above work, this article will study BVP (1.1)Through an iterative
method. Throughout this article, we always assume o € [0,2) and 7 € [5,1). Although the
corresponding Green function is changing its sign, under certain suitable conditions, we can
still obtain the existence of the monotonic positive solution of BVP (1.1) on f. Moreover, our

iterative scheme starts with a zero function, This means that iterative scheme is feasible.

u(t) = Mf(tu(t), te(o,1],

(1) u'(0) = u"(0) = u(1) =0,
au(0) +u"(n) =0

In this article, by applying an iterative approach, we always assume that a € [0,2) and
nels ).

Obviously,the BVP (9)is a special case of the BVP (1.1). Although the corresponding
Green’s function is changing the sign, under certain suitable conditions, for f, we still obtain
the existence of a monotonic positive solution of BVP (1.1). furthermore, our iterative scheme
starts with a zero function, which means iterating The program is feasible.

We first recall the following fixed point of Krasnoselskii’s type.

Theorem 1.1 Let E be a Banach space and K be a cone in E. Assume that €2; and
are bounded open subsets of E such that 0 € Q; , Q; C Qy , andlet A: KN (2 \ Q) = K
be a completely continuous operator such that either
(1) ||Aul] < ||Au|| foru € K NOQy and ||Aul| > ||lul| for u € K N0Qy, or
(2) [|Au|| > ||Aullfor v € K N0y and ||Au|| < ||ul| for v € K N oQy

* A. has a fixed point in K N (Qy \ 1).
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2. PRELIMINARIES

For the BVP
u®(t) = Af(t,u(t)), telo,1],
(2) uw'(0) = u"(0) = u(l) =0,
au(0) +u"(n) =0

we have the following lemma Lemma 2.1 The BVP (2) has only trivial solution.
Proof. It is simple to check. for any y € C[0, 1], we consider the boundary value problems

u®(t) = Af(t,u(t)), te]lo,1],
(3) u/'(0) = u"(0) = u(1) =0,
au(0) +u"(n) =0

After a direct computation, one may obtain the expression of Green’s function G(t, s) of the
BVP (3) as following:

Proof. Integrating four times the linear problem gives us that
t

u"(t) = u"'(0) +/ y(s)ds,

0

£ ¢ I
u(t) = u(0) + tu'(0) + Eu”(O) - Eu”’(O) +3 / (t — s)3y(s)ds.
0
The conditions «'(0) = u"(0) = 0 implies that
t2

u(t) = u(0) + EUH<O) + %/0 (t — 5)%y(s)ds,

and the conditions u(1) = 0 this means

2 6
Next, au(0) + «”(n) = 0 is rewritten Such as

w(1) = u(0) + —u"(0) + 1/0 (1 )Py(s)ds = 0.

w0)+ [ (= syt = Gu) = § [ 0= ous)as =0,
whence
n 00) = g5 [ A= sPutsas =2 [ = st

form The conditions u(1) = 0 we have

If we substitute(1.3) with the expression from above and simplify, we get that

) w0 = 5 [t - gt [y
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Finally, we obtain that

ut) = 2 i a /On(n — s)y(s)ds — ﬁ/o (1—5)%y(s)ds
+ (j(;—ia)/o (1 —5)%y(s)ds — 5 t_ 5 /077(77 — s)y(s)ds

+ é/o(t—s)gy(s)ds.

As a result, we have that

For s > n
—(2—at?)(1—s)3 0<t<s
G(t 8) :{ 63(2—0:) s e s
) (t—s) (2—at?)(1—s)
6 62— s<t=<1
and s <7

61-2)(n=s)-C-at?)(1=5)° G <4 < ¢
Glt,s) = r

s 6(2—024) ) 3
(t=5)* | 6(1—t*)(n—s)—(2—at?)(1—s) s<t<1

5 T 6(2—a)

Remark 2.1. It is not difficult to verify that G(¢, s) has the following characteristics:
G(t,s) >0for 0 <s<npand G(t,s) <0 forn<s<1.
Moreover, if s > 7, then
maxG(t,s):t€[0,1] = G(1,s) =0,

min G(t,s) : t € [0,1] = G(0,s) = ;E;:Z)) > _38 : Z))

if s <n, then
max G(t,s):t € [0,1] =G(0,s) = (33—?;’5(22);5;577—1) < (WS_%?Z):FCSW_I)a
min G(t,s) : t € [0,1] =G(l,s)=0

therefore,if we let 6 = max |G(t,s)| : t,s € [0,1] then

= S A=) (= 30%) + (30— 1) n—s
0= {se—aw 32— a) }<@—a>

Now, let Banach space £ = C[0, 1] is equipped with the ||u| = maxgcjo,1) [u(t)]-

K ={y € C[0,1] : y(t)} is nonnegative and decreasing on [0,1]. Then K is a cone in C|0, 1].
Note that this order relationship is inducesan in E by defining wv if and only if u — v € K.
In the remainder of this paper, we always assume that f : C[0,1] x [0,400) — [0,4+00) is
continuous and satisfies the following conditions:
(F'1) For each u € [0,400), the mapping ¢ — f(t,u) is decreasing;
(F'2) For each t € [0,1], the mapping u — f(t,u) is increasing.

(6) (Au)(t) = /0 G(t,s)f(s,u(s))ds,t € [0,1]
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Obviously, ifu is a fixed point of A in K, then u is a nonnegative and decreasing solution of the
BVP (1.1). Lemma 2.2 Let A: K — K. is completely continuous.

Proof. let u € K . Then, for 0 <t <7, we have

1I6(1L= ) —5) - (2 — ar?)(1— )
/t [ 5= 1y(s)ds
F [ T

which together with (F'1) and (F'2) implies that

_ /77 3t2(2 —a) + 2at(1 — 3)3 —12t(n — s)

(Auy (1) RO

y(s)ds
+%/0 (s* — 2ts)y(s)ds + %/t” y(s)ds

Lat(1 —s)3
+/n —3(2_&) y(s)ds

T32(2 — ) + 2at(1 — 8)3 — 12t(n — s)
i

<
<y(n 62— a)

[, at(l—s)
— —2t
+2/O(s s) / / 32— a) } s

< ty(n) {47775(2 —a)+ (=8 5t N t_n}

12(2 — ) 6 2
<yt [T o8
<0

At the same time, n > % shows that

(Au)//(t) — /7} 6t<2 — O‘) + 22‘((21__;; B 12(” - 5)

y(s)ds

- aé:z (s)ds
T6t(2 — a) + 2a(1 — s)3 —12(n — ) ¢
<y()[/ 6(2—a) —/Osds

[

3t —2n)+6(n—1)
smm{ 2£_>

o[tz

<0 te(0,n)

— 2" + 04]
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For t € [n, 1], we have

(Au)(t) = /O"[(t—s) 6(1—t)(77—822—(2—at)(1—3)

6 6

By (EUANCETETEN %

4 /t 1 [_(2 _6(0‘;2_)2)_ 8)3] y(s)ds

which together with (F'1) and (F2) implies that

(Au)(t) = /O" 3t(2 — ) + 2(;1(5;1_—0;9)) — 12t(n — S)ds

+% /On(s2 — ts)y(s)ds + /nt (t _23)2

-I—/77 —2(27;;1__;)) y(s)ds
<y [/0’7 3t2(2 — ) + 2at(1 — s)3 — 12t(n — s)

- 6(2 — )
(", bt —s)? Lat(l —s)?
+§/0(s —2ts)+/n 5 +/n —6(2_&)}%
:ty(n){g;(;i2;7§+tn—%+1+%—n]
Sty(n)ﬁg<;i22§+—+%—n+l}

<0 te(nl)

So,(Au)(t) is decreasing on [0, 1].At the same time,since (Au)(1) = 0, we know that (Au)(t) is
nonnegative on [0, 1]. This indicates that (Au)(t) € K. Furthermore, although G(t,s) is not
continuous, it follows from known text book results, for example, see [12], that A : K — K is
completely continuous ]

Theorem 2.3 Assume that f(¢,0) #Z 0 for t € [0, 1] and there exist two positive constants
a and b such that the following conditions are satisfied:
(H1) £(0,a) < 6(2 - a)a,
(H2) b(ug — uy) < f(t,ug) — f(t,u1) > 2b(ug —uq), ¢t €[0,1],

0<u <ug<a.

If we construct a iterative sequence v, 1 = Av, andn =0, 1,2, ---, where vy(t) = 0 for ¢t € [0, 1],
then v,°°, converges to v! in E and o' is a decreasing positive solution of the BVP (1.1)

Proof. Let K, =u € K : ||u| < a. Then we may assert that A : K, — K,.
In fact, if u € K,, then it follows from (H1) that

0< (Au)(t):/o G(t, 5)f (s, uls))ds
§/0 |G(t,s)|f(0,a)ds
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<6(2—a)ad
<a, te]0,1],

which indicate that ||Aul| < a

so A: K, — K,.
Now, we prove that v,°°, converges to v in E and v' is a decreasing positive solution of (1.1).
Indeed, in view of vy € K, and A : K, - K, , we have v,, € K, , n = 1,2, - Since the

set v,02, is bounded and A is completely continuous, we know that the set v,2%; is relatively
compact. In what follows, we prove that v,,;°, is monotone by induction. First, it is explicit
that v;1 — vg = v; € K, which indicates this v;vy Subsequently, we suppose that v,_jv,. Then
v — vg_1 18 decreasing and 0 < vg_1(t) < v(t) < a,0 <t < 1. So, it follows from (H2) that for
0<t<n

Ve () = vy, (1)

1 K 2 3
~ G | =)+ 2001 = = 1260 = ) (s, 09) = Sl 3]s
+ %/0 (s* —2ts)[f(s,ve(s)) — f(s,vk_1(5))]ds
+ %/ (t — s)*[f(s,ve(s)) — f(s,vp—1(5))]ds
at ! 3
+3(2——a)/n (1= 8)*[f (s, vs(s)) — F(5, v5_1(5))]ds
=50 b_‘a) 382 - @)+ 2at(1 = " = 1260y = 5)[vi(s) — e ()]s
+ g /On(s2 — 2ts)[vi(s) — vr—1(s)]ds
2 [ (1= Plote) - s
at ! 3
+ 6(2 — ) /7, (1 = )°[vr(s) — vr-1(s)]ds

< blog(n) — vk—1(n)]

L e -« o —5) — — S
)/0375(2 )+ 2at(1 — 5)° — 12t(n — s)

“Ge—a

at

+%/On(32—2ts)+%/ﬁt(t—s)ﬂm/j(l—@g]ds

= blve(n) — ve-1(n)]t [% +tn - % +14 % - n]
< o) — ves(le |\ T Ty

<0 te(nl)
And therefore,

(7) Vet (8) = 0 (8) <0, vy, () —vi(t) <0 e 0,1]
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This together with

(8) Vi () — vk () :/0 G(1,5)[f(s,vk(s)) = f(s, vk-1(s))lds, t € [0, 1].

Vg1 (t) —v(t) > 0, t € [0, 1] Subsequently, given the above (1.7) and (1.8) that v —vi € K,
Which shows vg v, € K.

Thus, we have shown that vy1vx, € K, n=0,1,2.... Since v, ; Relatively compact and mo-
notonous, there exists a v’ € K, such that lim,,_,o v,, = v', which together with the continuity
of A and the fact that v,,; = Av, It means that v' = Av’ . This indicate that v is a decreasing
non-negative solution of (1.1).Moreover, in view of f(¢,0) Z 0, t € [0,1], we know that zero
function is not a solution of (1.1), which indicates that v' is a positive solution of (1.1). O

3. AN EXAMPLE

Consider the boundary value problem:
u®(t) = 2u?(t) +u(t) + (1 —1t),, tel0,1],
(9) u'(0) = «"(0) = u(1) =0,
au(0) + U"(%) =0
If we let n = 5,0 =1and f(t,u) = gu*(t) +u(t) + (1 —t), (t,u) € [0,1] x [0, 400), Then all
the assumptlons of Theorem 2.2 a = 2 and b = 1. It follows from Theorem 2.2 that (3.1) has a
decreasing positive solution v! . Moreover, the iterative scheme is vy(t) = 0 for ¢ € [0, 1]

( t —s)3 6(1—t2 s) 2a2ls
Jo |5 S CoaU [ (5) + () + (1= )]s

[§u

2 s a2 S

+fnrltﬂng;3txl)}[%i()+uﬂ)+%1—ﬂws
1— ot? S

+ [} Sl (142 (5) 4 g (5) + (1 — 1)]ds

if tE[O,Q] n=20,1,2,3,4,--

Vpt1(t) = ) (n—s at?)(1=s)®
k[ B 1tXng;3t)U)}[é%()+ud)+%1—ﬂws
+f _ (2‘252)(;)‘5) } [22(8) + un(s) + (1 — t)]ds

+ ;! :Qﬁﬁi:f]g7x)+u4>+w1—wus

a

[ if t€[2,1] n=20,1,23,---

4. CONCLUSION

in this paper, when « € [0,2) and 1 € [%, 1), we have successfully constructed an animation
sequence whose limit is just the ideal monotonic positive solution of boundary value problem
(1.1).

In addition, a zero function started with the iterative scheme , which shows that the iterative

scheme is feasible.
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